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Introduction

What's aSNP?
Person A: ACGGTAG...
ACGGGTAG...
Person B: LACGGTAG...
ACGGGTAG...

Assessing differences Bingle Nucleotide Polymorphisms
(SNP) composition between Cases and Controls has

become a very popular way of searching for genetic
determinants of phenotypes.



Genomic studies with 1000’s of SNPs

Have both'across” and“down” aspects of thenultiple
testing problem

The “across aspect comes frortne inheritance models
which need to be investigated
? 2 2

{4t 44

The “dowI? aspect comes from the fact thratiny
thousands of SNPs may be tested
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Inheritance modeling

SAS tests :

* Genotype test most powerful of the 3
for the recessive mode
AA AG GG

Case
Ctrl

» Allelic test: most powerful of the 3 for

dominant modé
A G

Case
Ctrl

« Armitage trend test. most powerful of
the 3 for additive mode

* Is not serological test (Sasieni,198iometrics)



Outline of project

The MAX test explores recessive, additive, and dominant
models while producing one P-value for each SNP.

The MAX-maxT algorithm. We treat the “down” aspect of
the problem usingVestfall and Young’'s (1993) Algorithm
4.1, which gives p-values corrected for the correlati
between SNPs.



The data for a specific SNP

Number of M, alleles
0 1 2 Totals
Case o ™ "o R=ro+ri + 12
Control 50 51 89 S=28q + 81 + 52
Total g 1 na N=ng +m1 + ns

Table 1: Genotype Distribution for Case-Clontrol Samples (from Sasieni, 1997)

* R casest=(rg,ry, I,)

S controlss=(s,, S;, S,)

« Under H, r ands are multinomial with success probability vector
P=(Py, P1: P,) and thus E(S1Rs)=0, for anyi.



The MAX test (Freidlin and Zheng 2002, Zheng and Gastwirth 2006ldbwon
the ideas of Armitage (1955), Sasieni (1997), and&land Schaid (2001).

Armitage’s trend test statistic

.
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Vf var [ xSt — Rs;)
~ N(0,1).

* Recessive codingi,=0, X,=0, X,=1.

e Additive coding:x,=0, X;=0.5,x%,=1.

e Dominant codingx,=0, X,=1, x,=1.*

* |s serological test (Sasieni,19®Bipmetrics)



The MAX test makes use of the multivariate normal (MVN)
vector {T(0), T(0.5),T(1)).

Under H, the correlation matrix of this MVNRYV is known. Ui, a
null sample can be drawn.

The MAX test compares

to the RVs from the null sample.

We use a small sample correction and allow theracgwf the
estimation of the P-value to depend on the magaitafdhe P-
value.



Results of comparing our implementation of the M#&Xxt to SAS
PROC CASECONTROL

Sample sizes and odds ratios suggested by ZhenGastdirth (2006) Table II.

Recessive model Dominant model
Power curves for 4 tests, recessive mode! Power curves for 4 tests, dominant model
Minimum allele freq=0.2, Prevalence=0_1, n=332 Minimum allele freq=0.2, Prevalence=0.1, n=215

Case—control ratio 1:1, 100 SNPs at each OR Case-contral rafic 1:1, 100 SNPs at sach OR
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Power
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Results of comparing our implementation the MAX tesSAS
PROC CASECONTROL

Additive model
Sample sizes and relative risks suggested by Zhah@gastwirth (2006) Table II.

Power curves for 4 tests, additive model

OR=

Relative risks

Minimum allele freq=0.2, Prevalence=0.1, n=179 Pf:fiil ||:| i;;f:;::i:::*ztt I I%I EE:E:_;;'E] P5ick | U coples) " -
Case—conirol ratio 1:1, 100 SNPs at each OR 1 006G 1 1.21
1.04 0,096 LO% | 1.36

N 1.19 0.092 117 | 1.52
* MAX 1.3 0.0% L27 | 1.69
| | *® genotype 1.42 0.087 137 | 1.8
L ek 155 0054 145 | 208

- 1.69 0.0 1.6 23
1.54 0077 1.73 | 253
| 201 0.074 LET | 278
22 0.071 202 306
. 24 0068 215 | 3.36
y=0.05 T A2 0075 238 | a7
1 | | | | | 287 0.062 AT | 4.06
I I o 0 " e 2.15 0.058 2._8 4.47
2.46 0.055 05 [ 491
Cdds Ratio

P(Sick | 1 copyyP{Well | 1 copy)
- PiSick | 0 copiesyP{Well | 0 copies)

Table 2: Parameters of varions additive models




We propose taorrect our P-values for the multitude of td®ys
usingAlgorithm 4.1 of Westfall and Young (1993, p.66).

This is the maxT algorithm (Ge et al. TEST, 2003).

Under H and HWE, the correlation between components
of the MAX test depends only on the Minimum Allele
Frequency (MAF).

Are MAX stats from MVN'’s with different correlation
structures comparable?



In iImplementingAlgorithm 4.1,we use permutation resampling
of a data matrix where each row represents a dubjec

The data for a specific SNP under permutation

resampling with missing data

Number of My alleles

0| 1 | 2 | Missing Totals
Case | rg | r1 | r2 | Tiiss R=rq+ri +m
Control | so | s1 | 89 Smiss S=s50 + §1 + 59
Total | ng | n1 | no | Nniss | N=ng +1n1 + no

When data is missing, R and S may change when the
Case/Ctrl Status vector is resampled.



Once the MAX stats have been produced, the rentapontion of
Algorithm 4.1can be done in only 74 lines in SAS!

Box 2. Permutation algorithm for step-down maxT adjusted
p-values - based on Westfall and Young (1993, Algorithm 4.1,
p. 116-117)

For the original data, crder the chssrved test statistics such that |2, | =
lte| = oo 2 |ts |- For the bth permutation, b =1, ..., b

1. Permute the » columns of the data matrix X.
2. Compute test statistics #15...., tmp for each hypothesis.

3. Next, compute ;s = MAX—; _m [fge| (500 equation (3.11)), the
snccessive maxima of test statistics by

Umb — “rm:bl

uip = ma}:(-z.:i__jlb. |?,,”b|:| fori=m—1.....1.

The above steps are repeated B times and the adjusted pvalues are
astimated by

ﬁ{l!" D Ugh |f'.r._|}

Py, = fF fori=1,....m

with the monotonieity constraints enforeed by seiting

Py P Paoe—max(ph o Lpn) o fori=2,...m.

From Ge et al.Test(2003), Vol. 12, No. 1, pp. 1-77



Can we claim that we are strongly controlling the
FWER? Does subset pivotality hold?

Subset Pivotality The 11HT111:-11t1{;-11 ot { i
same whether Mz Ho; or HS are true, VK = {4, i.}

We think subset pivotality holds ag(MAX_i, MAX_])
shouldn’t be affected by fMAX_Kk), k#1 and k#.



Computational speed

Thespeedf our implementation of the MAX test is fine fan a
Impatient user.

The performance of our MAX-maxT algorithm is budtallow
flexibility andparallelization

In 2 different ways, we did 10,000 permutationshaf Affection
Status vector and calculated a new set of MAX tta$ for
each permutation for a data set of 1,400 subjetis503 SNPs.
By splitting up the job of generating null MAX stainto4
processes, we saw a time decrease of about 1/2.



Effect of LD on P-values

We test our implementation of Algorithm 4.1 witlsmall
experiment.

CAY
300 data sets, 100 per scenario. % Qg)
Each data set has 303 SNPs. _
Disease SN

1,250 permutations/set.

Independent . Ppairs:

Scenario 1p=0.4
Scenario 2p=0.65
Scenario 3p=d.90




Results of effect of LD on maxT

Corrn True positive rate (per SNP)
Family wise | True negative , :
between y g Corr'n w/ disease SNP
. error rate rate (per SNP)
pairs 0.75 0.85 0.95
0.4 0.07 0.9998 0.17 0.27 0.53
0.65 0.02 0.9999 0.18 0.26 0.55
0.9 0.05 0.9998 0.18 0.27 0.54
Adjusted p-values calculated under different amounts
of corr'n between pairs of non-disease SNPs
Corr'n of SNP w/f dis SNP is 0.75
-] Sumix=y) =15 (of 100] @ 91 = Sum(x=y) =10 (of 100)
_ 2 | sumpey) =52 (of 100) o @ = | Sum(xy) =58 (of 100) 5 e
7] oL o,
?—'. T o ‘i - > Q‘:-'g
% = T @® % = 4 4 o
0.0 n.e n4 N 0. 1.0 0.0 ne n4 0.6 n.a 1.0
Mon-dis SMF r=04 Mon-dis SMF r=04




Discussion
e Caution in the presence pbpulation structur@S).

* With PS, we can have that theagnitudeof the MAX statistic
IS correlated with the MAF.

* We include 2 graphics in our software that can help

Resules of Max Test of Freddlm ef al. (20020 1631 Wadisaduy, Tuly 4, 200 Resules of Max Test gf Freidlin et al. (2002) 1631 Wadinsady, Tuly 4, 2007 1
MAX rest resnlts MAX test resnles
Probability-Probability Ploé A
Iogl of p-valnes from MAX fest vy logl § of quaniiles of [V0.1) dis If population subsiructure is minimal then
varrance g Z_ 0 should be constant across MAF.

I‘l_l_.li]

[
|||||

rrrrr




Summary: A tool for SNP-phenotype association
studies

 The MAX testinvestigates 3 inheritance models
while yielding 1 p-value. We encode it in a SAS
MACRO.

* The MAX-maxT testcan be useful for producing
corrected P-values which take into account the
correlation structure of the data. We encode & In
SAS MACRO.
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Both of our MACRO suites (MAX test and MAX-maxT)ear

available at:

http://www.statgen.org/

(Click on “Downloads”)

a Statgen - Home - Microsoft Internet Explorer

File Edit “iew Favorites Tools  Help
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Statistical Genetics Research Group
GARATTGOAT At the Montreal Heart Institute & Université d& Maontréal Activities Downloads Contact Us
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Statistical Genetics Research Group j

Clur group is interested in the development and application of statistical genetics in the field of cardiovascular
diseases and pharmacogenomics. Our main interest 15 in the statistical aspects of genetic association
studies, more specifically in the desigh of gene-gene interaction studies, multiple testing considerations and
genetic stratification by population of origin.

We work in close collaboration with clinicians and scientists at the Montreal Heart Institute, the
Fharmacogenomics Center, and the University de hMaontréal, with whorm we maintain productive collaborations

on warious statistical genetics applications such as pharmacogenamics af randﬁ?ﬂzed clinical trials and
farnilv-hazed nanatic azsnciatinn and linkane nrniacts

FY




MAX Test Parametric Bootstrap

One problem was finding the eigenvalues of the correlation
matrices, solving a cubie, in order to do our parametric boot-
strap. We solve this using some formulas from
http://mathworld. wolfram.com /CubicFormula. html.

I—A Poos  Pod
pops 1 —A posa1 | =0.
po1 posa 1—A

(1—X)° = (PS:D.EP%,IP%,DE]H —A) = 2{p005p0.1P005)-

;2 2 \ [

Q = —(PoosPo1P005) 3
R = —(poospoipoos), A =1-2 cch( )
_|_

§ = cos™ (R;’-\/TQE)

vV —Q
Ao = 1—2y/— Q{{m( 32
A3 = 1 —2¢/—0)cos (H :_1
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Computational speed

Using SAS 9.1 in a Gentoo Linux 2.6.18 operatingeays
on a server with 4 core 2 duo processors, eachtat Gdtel
Xeon 3.00 GHz, we naively did 10,000 permutatiohthe
Affection Status vector and calculated a new séAK
statistics for each permutation for a data set49Q patients
with 503 SNPs. This took 13 hrs 26 mins.

On the same system, we did split “prepare” intoffecent
processes and did the same job. This took 6 hmsibg,
Including the time for the extra programming.



Why do we use permutation resampling rather thanstb@pping?

The variances of the components of the MAX teseddppon the
ratio of Rto S

{"Tn:l{;nm = S(R—19) — R[S — sp)
var(U dom) = ;(_'_JQR}T_}D (1 —po) + RES-}}DH — po) (Under H,)

var(U/ ) = RSNpy(l —pp)

dom’

When there’s no missing data (in the entire datia se don’t have
to recompute the variances prior to scaling the aomapts.

As well, the resampling code is simpler.

But the convergence 16, would probably be faster under
bootstrapping!

An area for further thought...



Qp.ag(MAX)
280 284 288

Qpass(MAX)
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Distribution of the MAX Test statisti
under various MAF’s

2 gquantiles of the MAX test at various MAF's
'z estimated from 100,000 obs at each MAF

lweess srmoother at Bz default settings
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ECDF of null MAX statistic for various MAF's
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Distribution of the MAX Test statisti
under various MAF’s

Extreme upper tail regions, ECDF of null MAX stat

for various MAF's
ECDF s estimated from 100,000 obs at each MaAF
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Effect of LD on P-values
(Another check of our implementation)

We produce 100 data sets of 4 SNPs with a diseaservin each of these
sets, we have 332 subjects, the disease prevakefck the MAF of the disease SNP is 0.2, the
mode of inheritance is recessive, the relativefioaskhaving zero or one copy of the disease allele
vs having 2 copies is about 4.54 so the correspg@dR is about 6.87. The 3 SNPs that are
related to the disease only through the fact afidpebrrelated with the disease allele are
correlated with the disease allele at 0.75, 0.85.9%. After the data set is generated we discard
the SNP that is directly related to the disease.

We then produce 300 additional data sets, 100 wzaidr of three different scenarios. In each
scenario, we have 100 SNPs where each SNP is dedeldth its neighbor at 0.05. These initial
100 are followed by 200 additional SNPs which amuged into 100 distinct pairs. Thus, each
additional data set at this stage has 300 SNRBkelfirst scenario, the correlation within a pair |
0.4. In the second and third scenarios the witlaim-@orrelation is respectively 0.65 and 0.9. In
each of the 3 scenarios the first SNP in a paiorselated with the second SNP of the previous
pair at 0.05.

We then use each of the 100 data sets of 3 SNP#@hecindirectly related to a disease vector
three times, inserting it into one of the data @ each scenario. In this way we finish with
300 data sets, each data set having 303 SNPs.



