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Adaptive (Flexible) design

1. Modification of the design of an experiment based on accrued “information” has been in practice for hundreds, if not thousands, of years in medical research.

2. “Information” = “external information, unexpected beneficial effects, safety endpoint measures,…”  It may trigger the need for modifications of the design of the study.

3. Many “classical” clinical trial design procedures were  not motivated by clinical trial practice.  They may not be flexible enough in practice.
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At time 0, protocol was developed (pre-specified design).

At time t1, use the updated “information” to modify the

         design of the study.

Outline:

We consider the control of the alpha level under the following situations:

1. Spending functions and data-driven interim analyses.

[DSMB looks at the blinded data then decide to change the frequencies of interim analyses.]

2. Overruling of a group sequential boundary.

3. Sample size re-estimation. 

[At time 0, the sponsor of a study estimated the sample size and  the power of the study based upon an ”estimate” of the treatment effect (an unconditional concept).

At time t1, the sponsor (or DSMB) may evaluate the “conditional power” based on the observed treatment effect and want to modify the sample size of the study.

Other examples: side effects, external information, budget, potential profit, ……]

Alpha Spending Function


(*(() is a non-decreasing function defined on [0,1].

(*(0) = 1, (*(1) = (.


At (1 , find b1 such that (under H0) 

P(Z(1
[image: image1.wmf]³

 b1) = (*((1).

At (2 , find b2 such that (under H0) 

P(Z(1< b1 and Z(2 ( b2) = (*((2) - (*((1).

At (3,  ……..

Examples:

1.  (1* (() = 2 - 2((z 0.5(/(()  --------( O’Brien-Fleming 

(where ( is the standard normal distribution function)

2.  (2* (() = ( log [1 + (e-1) (] ------( Pocock


( =

0.25

0.5

0.75

1

(1* (()

4.35

2.97

2.36

2.02

(2* (()

2.37

2.37

2.36

2.35

_______________________________________________

What if we specify a spending function (group sequential boundary) in the protocol but use it only as a “guideline”?

Advantage of spending functions:  The total number of looks and the timings of the looks are not required to be pre-specified.

However, data-driven change of frequencies for interim analysis could inflate the (-level.  

Changing Frequency of Interim Analysis (Data-driven)

References:

1. Lan and DeMets (1989), “ Changing Frequency of Interim Analysis”. 

(Biometrics 45, 1017-1020).

2. Proschan, Follmann and Waclawiw (1992), “Effects of Assumption Violations on Type I Error Rate in Group Sequential Monitoring”. (Biometrics 48, 1341-1143).

[Data-monitoring with intent to cheat.]

Proschan (1992, worst-case (-inflation for 3-6 looks.)

O’Brien-Fleming: .025(.0261, 0.05(.0528;

Pocock: .025(.0275, .05(.0552.
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Set  (*(() = 0.00003 and (*((+) = 0.025.

Boundary value at ( is 4, at (+ is (1.96.

P(Type I error) ( 0.042 if ( = 0.5.

P(Type I error) ( 0.046 if ( = 0.2. 

For “smooth (-spending functions”, the inflation is “small”.

Price to pay for changing frequencies: Some inflation of the (-level.

Alternative???

Over-ruling of a group sequential boundary

Suppose that a sequential design with K looks is adopted in a clinical trial protocol.  

It is possible that, for some k<K, the boundary is crossed but the DSMB decides to continue the study.  In addition, the decision to reject or to accept the null hypothesis will be made depending on the future Z-values.

H0:    New treatment     =     Standard treatment

Ha1:  New treatment is “better than” the Standard treatment

Ha2:  New treatment is “worse than” the Standard treatment

(1 = P(Accept Ha1|H0)

(2  = P(Accept Ha2|H0)

( = (1 + (2

(1)  (1 = 0.025,  (2 = 0.025.
(2)  (1 = 0.025,  (2 = 0.2.
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What is the reason for overruling?

Which treatment is better?

(1)  Multiple endpoints.

Pick a primary endpoint and use a group sequential boundary to monitor this endpoint.

(2)  Primary endpoint = survival time

Definition A:  The new treatment is better if it delays the occurrence of death.

Definition B:  The new treatment is better if it reduces hazard all the time.

How to adjust the future upper boundary after overruling

(2* (() = ( log [1 + (e-1) (]  ------( Pocock


( =

0.25

0.5

0.75

1

Boundary

based on         2.37

2.37

2.36

2.35

(2* (()






2.16

2.31

2.33








2.04

2.26










1.96

________________________________________________

Power comparisons:




Original

Z1(2.35

Modified as 




boundary




above

( = 0

.025


.0094

.0126

( = 2.187

.50


.4353

.4679

( = 2.453

.60


.5410

.5732

( = 2.738

.70


.6510

.6792

( = 3.065

.80


.7627

.7849

Sequential design:
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With the lower boundary at ( = 0.5 for acceptance of the null hypothesis, then the realized (-level will be less than 0.025.  If, to improve efficiency, we lower the upper boundary so that ( = 0.025, then the lower boundary CANNOT be overruled.

Lower boundary for one-sided hypothesis testing

Example: O’Brien-Fleming-type boundary

Upper boundary ((1 = .025)


( =

0.25

0.5

0.75

1

(1* (()

4.35

2.97

2.36

2.02

Lower boundary #1 ((2 = .025)

(1* (()

-4.35
-2.97
-2.36
-2.02

Lower boundary #2 ((2 = .20)

(1* (()

-2.31
-1.50
-1.18
-1.01

Another idea:  “Stop early and accept if conditional power of crossing the upper boundary is very small.”

In practice, we often lose control of (2 during interim analyses.  We claim that we design a study with a two-sided ( = 0.05 in the protocol.  But we often control the “doubled one-sided (1” = 2(1 at the .05 during DSMB meetings.
Recommendations for overruling:

A group sequential boundary should only be overruled in a conservative way.

If the design of a trial is one-sided, do not introduce a lower boundary unless it is necessary. 

EaSt

Triangular test

Re-estimation of sample size

1. Based on re-estimation of nuisance parameters.

2. Based on both the observed treatment difference and the nuisance parameters.

Let us start with a fixed design.  Rejection region is:

Z1 ( 1.96.

Re-estimation of sample size may inflate the (-level if we use the “same” Z-test.

Solution #1:  Use a weighted Z-test.

Solution #2:  Consider stopping for futility to control the (-level.

The weighted Z-test

The one-sample case is considered for simplicity of the mathematica derivations.  The idea can be extended to two-sample comparisons.

Let X1, X2,….. be iid N((,1). 

Test (=0 vs (>0 with (=.025, (=.15 (power =85%).

Suppose 
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  An interim look is taken at n=40.
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This Z-test is “unweighted”.

Unconditionally, Z is N(0,1) under H0:(=0.
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Suppose the sample size is modified to N*=200>N=100, define  
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Unconditionally, Z* is N(0,1) under H0.   The unconditional probability P( Z*(  1.96|(=0) = 0.025.

The only problem of this approach is the interpretation of unequal weights among patients.
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40 patients



160 patients

Re-estimate the sample size and use the same (unweighted) Z-tset will inflate the (-level.

Solution #2:

Monitor at time (, where  0 < ( < 1.  Evaluate conditional power (CP) based on the value of Z(, and suppose the observed trend continues.

If the study stops early for futility because the CP is low, then the (-level will be reduced.

(-inflation ( (-reduction

Use of Conditional Power to modify sample size

I. An example of a two-stage design.

Data are analyzed at ( = 0.5.  CP = CP(
[image: image9.wmf]D
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(1) If CP ( 0.1, stop and accept Ho.

(2) If CP ( 0.85, continue to ( = 1.  Reject Ho if 

Z1 ( z0.025= 1.96.

(3) If 0.1 < CP < 0.85, extend the trial to M > 1 so that

CPM = 0.85, and reject Ho if ZM ( 1.96.

The probability of Type I error, estimated by simulations with 1 million repetitions, is 
[image: image10.wmf]a
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 = 0.022.

Modifications:

If M (for 85% CP) is too large, we may want to consider a lower level. 

II.
Use simulations to investigate similar two-stage designs under various conditions.

Consider (= 0.1 to 0.9 by 0.1, (= 0.025 and 0.05.

(1) If CP ( ll (lower limit ll = 0.0 to 0.45 by 0.05), stop

and accept Ho.
(2) If CP ( ul (upper limit ul = 0.5 to 0.95 by 0.05)

continue to ( = 1.  Reject Ho if Z1 ( z(.

(3) If ll < CP < ul, extend the trial to M > 1 such that

CP(M) = ul, and reject Ho if ZM( z(.

The simulation results suggested that when (( 0.7 and ll ( 0.1, then the P(Type I error) ((.

Some selected simulation results for (( = 0.8 and 0.9, ( = 0.025 are reported in the following table.  ((=0.025.)

(
ll
ul
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0.8
0.05
0.5 – 0.75
0.252 ( 
[image: image12.wmf]a
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 ( 0.0270

0.8
0.05
0.8 – 0.95
< 0.025

0.8
0.10
0.5 – 0.55
(0.0253

0.8
0.10
0.6 – 0.95
< 0.025

0.8
(0.15
0.5 – 0.95
< 0.025

0.9
0.05
0.5 – 0.70
0.260 ( 
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 ( 0.0272

0.9
0.10
0.5 – 0.60
0.252 ( 
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 ( 0.0254

0.9
0.10
0.65 – 0.95
< 0.025

0.9
(0.15
0.5 – 0.95
< 0.025

Modifications and simulations.

Some examples given by :

Cythia Siu, 2001 JSM

Cunshan Wang, 2002 JSM

Optimality versus flexibility

Final comments

1. In a clinical trial data monitoring process, we may not have a Brownian motion process with a linear drift.

2.
Many statistical methods in clinical trial design and data analysis need modifications.  Modification of the design of an experiment based on accrued data has been in practice for hundreds, if not thousands, of years in medical research.  The major concern about unblinding during an interim analysis is the potential bias introduced by a change in clinical practice resulting from feedback from the analysis.  To preserve the credibility of the study, results of the unblinded analysis should not be made available to anyone directly involved in managing the study.

(I think the issue here is how to develop the SOP’s for interim analyses.)

3.
The use of a completely “independent” DSMB for interim data monitoring makes drug development process INEFFICIENT.
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