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Figure 1: Dichotomy decisions on microarray data analysis

There are several methodologies for all those steps, although a gold standard is not yet availabe.

Receiver operating characteristic (ROC) methodology is appropriate in situations where there are two
possible true states (Zweig and Campbell, 1993; Baker, 2003). In assessing the performance of a test, the
question is whether the test result distributiond from the two states differ? If they do not differ,
obviously the test results cannot discriminate between the two groups. If the distributions do not overlap
at all, then there is a perfect discrimination. Most often the distributions of the test results are partially
overlapped (figure 2). We can use ROC methologies in each step of microarrays analysis where a
dichotomy decision is needed (figure 1).

Figure 2: Overlap between two distributions

ROC analysis provides a numerical and graphical representation of the tradeoff between false-positive rates
and true-positive rates that are produced by any given test, and allows estimation of optimal cutoff levels
for discrimination and filtration of test results. We can use ROC analysis on microarray data sets for two
approaches: to compare different methodologies for microarray data analysis and select the best one; to
select between two truth states.

No statistical test has the ideal combination of 100% specificity and 100% sensitivity, and the ROC curve
documents the combination of specificity and sensitivity achieved in a given test. The area under the
curve (AUC) (1) is as an index of accuracy. The AUC ranges between (0.5;1) and the accuracy of a given
test is higher for values of AUC closer to 1. In general a gold standard is needed, to construct a ROC
curve, but Affymetrix has spike-in data sets (McGee and Chen, 2006) where the ‘spiked-in" experiment
provides a controlled dataset with known sequence and known concentration.

ROC curves can play an important role in identifying DE genes. Suppose a gene expression microarray
experiment compares specimens from subjects with two different phenotypes (e.g. Control (C) and
Disease (D)). In this case, AUC represents the amount of overlapping of the two samples distribution.
When AUC is near to 1 we have a DE candidate gene. If the sample size is small, as is often the analysis is
generaly limited to ranking genes by differential expression. For ranking genes, Pepe (2003) proposed
computing the partial area under the ROC curve (pAUC) (2) near a low false-positive rate (t,) of interest.

To compare the distributions of two populations (C = control, D = disease) let Xig denote the expression
level of gene g in sample i = C,D after normalization. Each point of the ROC curve (t, ROC(t)),
corresponds to a different expression level u, where:

t=1- P(X: <u) 1-specificity
ROC()=P(X, 2u) sensitivity

fy

1
AUC=[ROC()dr (1) PpAUC(,) = [ROC()dr )
0 0

Several statistical methods for microarray gene selection have been explored, although all of them have a
weakness, namely the choice of the threshold for the decision. Fold-change thresholds has been the most
commonly used method for filtering false positives and declaring significant changes, usually varying from
2 to 6 fold. Such constant thresholds tend to produce false positives when signal intensities are low and
false negatives when signal intensities are high (Li et al., 2005). However it remains an open question,
how threshlds for significant changes should be determined.

ROC analysis can provide an optimal selecting threshold. There are several approaches for selecting an
optimal cutoff value (Greiner et al., 2000; Bilban, 2002). The cutoff selection criteria should take into
consideration the maximization of sensititivity and specificity, minimizing costs associated with bad
decisions, etc.
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Figure 3: Properties of ROC analysis

Application

The expression set to be used in this application is Huang.RE which is discussed in Huang et al.,(2003). The data
contains microarrays of 52 women with breast cancer of whom 34 did not experience a recurrence of the tumour
during a 3 years time period.

The scientific objective in Huang et al. (2003) study is to find gene expression as predictors on breast cancer
outcome. Does the data help us to find new biomarker which can be used in the follow-up of cancer patients, for
example to diagnose recurrence of the tumour?

This application follows the arguments given by Pepe et al. (2003). They argue as follows: in general, scientists are
more interested in identifying genes that are over expressed, rather than under-expressed, in cancer diagnostic
research.

The data consists of VSN normalised expression measures which is summarised by median polish. The array contains
12625 probe sets. We are interested in looking for important genes which have a good chance to be differentially
expressed between both groups.

We say that gene g is differentially expressed if the distribution of the gene expression in the two groups is
different.

Figure 4 shows the boxplot for both distributions “Recurrence” and “No recurrence” for gene “1454_at” expression
values and figure 5 shows a ROC curve for the same gene.
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Figure 4: Boxplot for gene “1454_at” Figure 5: ROC curve for gene “1454_at”

An important measure for the quality of separation is the area under the ROC curve, the AUC. The AUC for the
probe set “1454_at” is 0.6471. This value indicates that gene is not a good candidate to be a biomarker, so this
gene wouldn’t be analyzed further.

We calculated the AUC for all 12625 genes and we selected those for which the AUC is higher than 0.9. Hence we
selected 7 biomarkers candidates. We also calculated the partial area above the ROC curve (pAUC) for genes who
had AUC higher than 0.9, with false positive rate (2), t0=0.1. Finally we ranked those genes and selected those for
which the pAUC was higher than 0.05. The number of genes selected was 4 (Table 1).

Gene AUC>0.9 PAUC(0.1)
32625_at 0.93 0.0565
33706_at 0.90 0.0261
35222_at 0.90 0.0382
38795_at 0.91 0.0339
38895_at 0.94 0.05621
39280_at 0.91 0.0588
965_at 0.90 0.0513

Table 1: DE genes

The R packages with the functions used for the data analysis in this work are part of the Bioconductor project (Gentleman, 2004).
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